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Abstract. This paper analyzes the error made in the synthesis of a digital signal from its short-time Fourier transform. The 
error description is given in terms of the digital Poisson summation formula. The results are then discussed in terms of 
computer simulations using rectangular, Hamming, Dolph-Chebyshev, and Kaiser windows. 

. 
Zusammenfassung. Dieser Beitrag analysiert den Fehler, der bei der Synthese digitaler Signale aus ihrer Kurzzeittransformier- 
ten auftritt. Der Fehler wird mit Hilfe der digitalen Poissonsummenformel beschrieben. Die Ergebnisse werden dann anhand 
einer Rechnersimulation diskutiert, bei welcher Rechteck-, Hamming-, Dolph-Tschebysheff- und Kaiser-fenster verwendet 
werden. 

R6sum£ Cet article est une 6tude de l'erreur li6e h la synth~se d'un signal digital h partir de sa transform6e ~volutive, 
L'erreur est d6crite au moyen de la formule de Poissen digitale. Les r6sultats de simulations sont pr~sent6s pour le cas des 
fen~tres de Hamming, Dolph-Tschebysheff, Kaiser et rectangulaire. 
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Introduction 

The  shor t - t ime  F o u r i e r  t r ans fo rm of a signal 

x(n) ,  at t ime m R ,  is def ined  as 

X , , ( e  i'%) 

m R  

= }~ x ( l ) w ( m R - l ) e  -i°~J ( l a )  
l = m R - L + l  

= F ix  (l) w ( m R  - l)] ( l b )  

= F[x, ,R(/)] ,  p = 0, 1 . . . . .  L -  1, ( lc )  

where  oJp = 2~rp/L are the  f requenc ies  at which 

the sho r t - t ime  F o u r i e r  t r ans fo rm is eva lua ted ,  R 

is the dec ima t ion  pe r iod  (in samples)  be tween  

ad j acen t  samples  of the shor t - t ime  t rans form of 

the  signal,  w(n)  is a causal  window funct ion of 

length L and F [ .  ] deno tes  the  discrete  Four i e r  

t r ans fo rm ope ra t i on  (DFT).  It has been  shown in 

[1] that  any  signal x (n )  can be r ecove red  within 

small  al iasing er rors  f rom its shor t - t ime  t ransform 

Xm(ei 'p) ,  when the shor t - t ime  t rans form is 

specif ied at or  above  the Nyquis t  dec ima t ion  rate  

of the  window [1-3] ,  by ' ove r l ap  add ing '  the  win-  

d o w e d  signals XmR (n) 

x ( n ) = x ( n )  io) . . . .  

_ R ~ X,.R(n), (2b) 
W(e  i°) . . . .  
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where W(e i°) corresponds to the zero frequency 
value of the window. (a) 

The derivation of eq. (2) makes use of the ,,, 
D 

approximate relation .~ 
> 

W(eiO) w(mR - n ) =  1. (3) 
r r t  = - - o o  0 

This relation is exact if w(n) is bandlimited to a / 
frequency of (L/2RT), where L is the length of -lo~ 

II the window in samples and T is the length of the -20 
time interval for which w(t) is nonzero [1]. Since 

-30 
w(n) is time limited, its spectrum cannot be 

-40 bandlimited. Hence in order to obtain an equality, dB 
eq. (3) must be modified to include an error term -50 

-60 R e o  

w ( m R - n ) =  l +eR(n), (4) W(e i°) . . . .  -z0 

-8£ 
where eR(n) takes into consideration the aliasing 
errors due to the non-bandlimited window func- -9c 

tion. Note that the subscript R is introduced to 
denote that the error signal eR(n) depends on R, 
the decimation period. 

The purpose of this paper is to quantify the 
magnitude of the error term eR(n). This may be 
done in terms of a discrete version of the Poisson 
summation formula. We apply this result in order 
to find explicit formulae for max,(leR(n)]) and 
RMS(eR (n )). These results are then illustrated 
using rectangular, Hamming, Dolph-Chebyshev,  
and Kaiser windows as a function of R. 

1. Numerical examples 

For notational purposes, Fig. 1 identifies the 
basic definitions of the characteristic time T and 
the frequency length F for a Dolph-Chebyshev 
window. T denotes the length of the time interval 
for which w(t) is nonzero, W(f) denotes the Four- 
ier transform of w(t), and F denotes the smallest 
frequency for which [ W ( f ) l < 8  for Ifl>½F. f is 
approximately equal to the main lobe width. It is 
clear that T and F can be defined for other win- 
dows similarly. Using (1/F)  as the sampling period 
(i.e., the Nyquist period), then T/(1/F) = TF gives 
S i g n a l  P r o c e s s i n g  

/ f f ~  " "  " x  

J 

i ; i i i 

TIME IN SAMPLES 127 

i i 

(b) 

F 
, 2 

L i I I 
5000 

FREQUENCY IN Hz 

Fig. 1. Dolph-Chebyshev window with a - 4 2  dB side-lobe 
level and its spectrum. 

the number of sample periods in time T for the 
short-time analysis output. Therefore the ratio 
(L/TF) gives the Nyquist upper bound for the 
decimation period R identified earlier. The prod- 
uct TF (the time-bandwidth product of the win- 
dow) will be useful, and is identified here by Q, 

O = TF. (5) 

Using this notation, R <L/O. For a Hamming 
window which has a - 4 2  dB side-lobe level, O is 
approximately 4.0 [1]. For a Dolph-Chebyshev 
window, O is approximately [4, eq. (17)] 

O ~ l n [ ~  1. (6) 

For example, for a Chebyshev window with a 
- 4 2  dB (8 = 0.0079) side-lobe level, O is about 
3.52. For the sake of comparison, windows with 
the same O were used here. Thus, a Chebyshev 
window with Q = 4 ,  which has 6 = 0 . 0 0 3 7 4  
( -48.5  dB) side-lobe level was chosen. For a 
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Kaiser window, assuming that F is defined by the o k :  
first spectral zero of the window,  O is approxi- -m 

mately [5, eq. (2)], -20 

O ~ 2x'~l + (a /w)  2, -30 

where ~ is the Kaiser window design parameter. -4o 
Thus, if Q = 4, a = 5.44. -50 

For numerical reasons, only a finite sum for eq. -so 
(4) was considered. That is, d8 

- 7 0  

R M~ 
d , , , ( . ) = ~  E w(mR+.) - l .  (7) -8o 

w t e - )  m = l  I 
1 

Mt was chosen to be large enough to assure that -60-",. 
\ 

dR(n) was equal to ea(n) over the midrange of n, 
- 7 0  

namely M~R >> L. 
- 8 0  The computed result of eq. (7) is plotted (on a 

dB scale) in Figs. 2a and3a respectively for Cheby- -90 
shev and Hamming windows for 1 ~< n ~< 1024 with 

129  
O = 4 ,  L = 128, R = 3 2 ,  and Ma = 28. From the 
figures, one can see that except at the beginning 
and at the end of the interval [6, 7], the error 
function is periodic and this periodic part is iden- 
tical to eR (n) of eq. (4). For our analysis, consider 

°[\ ,, '_ DOLPH'-OHEB S.EV 
- 1 0 [  \ b - WINDOW 

- 2 0 1 1  c . . . . . . . . .  

i: t -513 

-613 

dB_7(3 

-30 

-40 

-50 

-60  

-70 

; ; I i I L L 
1 1024 

t 
/ . /  \ \  

N \  / /  "~'~. / 

\ / \ \  / 
\ / \ / 

,q 

i. 1 i i I i i 
129 160 

TIME IN SAMPLES 

Fig.  2.  F o r  a D o l p h - C h e b y s h e v  w i n d o w  w i t h  a - 4 8 . 5  d B  s i d e -  

l o b e  l eve l :  a. e rror  f u n c t i o n  d R ( n ) ,  b .  error  f u n c t i o n  eRe(n), 
c. w i n d o w e d  a v e r a g e  e r r o r  eRAIk). 
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Fig.  3.  F o r  a H a m m i n g  w i n d o w :  a. e rror  f u n c t i o n  e n  (n ) ,  b .  e r r o r  

f u n c t i o n  eap(n), c. w i n d o w e d  a v e r a g e  e r r o r  eRa(k), 

a period in the periodic portion of dR(n) in (7), 
say dR(n), n = L + l ,  L + 2  . . . . .  L + R .  Here 
onwards, one such period is identified as eRe(n). 
The errors in that central periodic portion are 
small, while the errors in the end portion are large. 
Plots of eR(n)=  eRe(n) are given in Figs. 2b and 
3b for Chebyshev and Hamming windows (O = 4) 
respectively. Dashed curves labeled 2c and 3c 
display plots of a one period average of dR(n), 
namely 

1 k-R~2 
eRA(k) = "-~ k ~R/2 dR(n). 

Analytical bounds on en(n) = em,(n), in terms of 
the RMS error and peak error are derived in 
Section 3. 

The error ea(n)  for the case of a Hamming  
window (Fig. 3) is characteristic of the general 
shape of the error function for many of the well- 
known window functions. As discussed in Section 
3, the rectangular window has a peculiarity that 
the period error eRp(n) is identically zero for cer- 
tain values of R. However  since the side lobes of 
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the spectrum of a rectangular window drop off at 
12 dB/oct ,  the error curves for a rectangular win- 
dow do not compare favorably with the error 
curves of the other windows for arbitrary values 
of R, as will be shown analytically. 

2. Digital Poisson summation formula 

If w(t) is any arbitrary function, with W(f) its 
Fourier transform, then according to the classical 

Poisson formula [8] 

w ( t + m T ) = ~  
m = - - o o  r n  = - - a o  

The corresponding digital equivalent formula is 
given as follows. Let w(n) be any sequence with 

W(z)= w(l)z -t, 
I = - -  oc~ 

R. Yarlagadda, J.B. Allen / Short time analysis 

since the p = 0 term is identically 1. This implies 
that the error can be computed from the samples 
of the z transform of the window sequence. It is 
clear that when R = 1 the error is exactly zero. 
For R > 1, eq. (10) gives a simple procedure for 
the computation of eR (n) using an inverse DFT. 
This can be seen by noting that the DFT 
coefficients of eR(n) can be determined from eq. 
(10) and are given by 

ER(p) = DFT(eR(n )) 

0 ~  p = 0  

= W(ei°';), I ~ p < ~ R - 1 .  (11) 

Two useful bounds on eR (n) can be obtained. First, 
using the triangle inequality on eq. (10), we have 

1 R-I 
[eR(n)l~ W(eiO) 5~ IW(eJ%l. (12) 

p = l  
(8) 

We define ~max as the right side of eq. (12). 
Second, the root mean square error (RMS(e)) per 
sample can be obtained using Parseval's theorem 
[9] and eq. (11), where the RMS error per sample 
is defined as 

e R M S  
= 

rt=O 

1 ( R - 1  . , 1,:2 

=~\p~=l lW(e '~ ' " ) i ' - )  (13) 

Interestingly, if 

W(ei'~,;) 
~<8 f o r p =  1 . . . . .  R - l ,  (14) 

then 

eRMS ~< x/R - 18 = t~RMS. (15) 

Note that eq. (14) is realistic when R satisfies the 
Nyquist decimation criterion discussed earlier and 
6 bounds the out-of-band-peak spectral error. For 
larger values of R, eq. (14) and, therefore, eq. 
(15) are not valid. Eq. (15) is an excellent bound 
relating the RMS error per sample, window deci- 
mation period R, and the side-lobe attenuation of 
the window 6, when the Nyquist condition R < 

(10) L/Q has been satisfied. 

its z transform. Then the digital Poisson formula 
is [9, eqs. (3-15), (3-16)], 

w(n +mR) 
rrl  = - - o o  

1 R-1 W(ei~2'~/m~ e i~2''/m"". (9) 
R p = o  

Eq. (9) differs from the classical "analogue" 
Poisson formula in that the righthand sum is finite 
and is over the z transform of w(n) evaluated on 
the unit circle at R equispaced points. 

3. Analysis of overlap-add errors 

In this section, the error, eR(n), in eq. (4) is 
quantified using the results of the last section. 
From eq. (9) and eq. (4), and letting w'p = 2"rrp/R, 
we have 

1 R - 1  . , 

Y: W(e i~'.) e '" '%- 1 eR(n) = W(eiO) p=0 

R-1 [ W ( e i % ]  j.,o; 
= £ t w ( d  ° ) j e  , p = I  

Signal Processing 
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For a rectangular window, en (n) is exactly zero 

for some values of R. This can be seen by noting 
that W(e i'°.) = 0 for cop = p2~r/L, p # O, where L 

corresponds to length of the window [10]. When 
co'~ =p2~r /R ,  p = 1 . . . . .  R - 1, coincide with these 
frequencies, the error is zero. This happens when 

L is divisible by R. An illustrated numerical 

example of this is given in the next section. 

4. Computer simulations 

83 

fast Fourier transform (FFT). The deviations in 

the two curves Figs. 4c, d is due to the fact that 
the I W(eJ";)l cannot be computed exactly for all 
p and R values required from a single 1024 point 
FFT. Fig. 4e gives the plot of (~/R - 1)8, illustrat- 

ing the utility of eq. (15) for the Chebyshev 
window. 

Figs. 5a, b, c and d give respectively the RMS 

errors eRr~s (eq. (13)) for four different 128 point 

windows, a Dolph-Chebyshev,  a Hamming  win- 
dow, a rectangular window, and a Kaiser window 
with R from 4 to 128. Fig. 5e is ( ' , /-R-1)6, with 

In this section, computer  simulations of some 

of the results in the last few sections are given. Let 
5 

emax = maxlenp(n )l, -5 

1 R - !  
alma, = ~ X }w(d°';)l. -15 

p = l  
-25 

From our theory leading to eq. (12), we have 
-$5 

ernax ~ emax. dB 
-45 

Fig. 4 gives the results for a 128 point Dolph-  -ss 
Chebyshev window having a 42 dB side-lobe 
attenuation with R varying from 4 to 128. Figs. -6s 

4a and 4b show respectively the theoretic ~ . . . .  r5 
and measurement  e=,x (eq. (12)) for the peak 
error. Figs. 4c and 4d respectively give the -ss 

measured (true) and theoretic RMS error (right- 
hand side of eq. (13)). The spectral values required 

by the theory are computed using a 1024 point 

5 

-5 

-15 
dB 

-25 

-35 

- - - ' - -a  Sl;ECTR'AL ER'ROR F;EAK "~max (LfHEOI:IY) ' J--~ 
. . . . .  b ERROR PEAK emax(MEASURED) . f f / '  

c RMS eRM8 (MEASURED) ~ / ' ~  
. . . . . . .  d RMS(TREORY) ,...,~ f ~ .  ~./~ga 
- - ~ - - e  ~RMS = 8Fi ' - I  ,--.,," . , - 'w J -  - 

~r-v f "  "V' ~ "  
,_.,~,.,.,."v. /__...a------- 

/ ~  ~ .~ '  

-- 7 " 

_ . ~ . . . ~ ~ .  _ . ~  - 

~ -o 

' & ' 16  3'2 i 6'4 1 2 8  
R 

-45 

Fig. 4. For  a D o l p h - C h e b y s h e v  w indow wi th  a - 4 2  dB side-  

lobe level:  a. Plot of ~,~x, b. Plot of em.., c. Plot  of eRMS from 
t ime values,  d. Plot  of ~m'4s f rom spectra l  values ,  e. Plot  of 
~a.~ls = ",/R- l&, 3 = 0 .0079,  Squares  are used  on this  curve 

to d is t inguish  this curve  from others .  

a DOLPH -~ CHEI3YSHE'V ' 
. . . .  b HAMMING 

 "F;g Go AR 
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J ' 7  "~ 
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Fig. 5. Comparison of eRMS for: a. Dolph-Chebyshev window, 
b. Hamming window, c. Rectangular window, d. Kaiser win- 
dow, e. Plot of ~R,4s=~/R-18, 8=0.00374 (-48.5dB). 
These results are computed using the time domain method for 
each integer value of R, 4<~R~ 128. Squares and triangles 
are used on some curves to distinguish these curves from others. 

3 = 0.00374 ( -48.5  dB). The rectangular window 
has zero RMS error for R a power of 2. The 

Hamming,  Chebyshev, and Kaiser windows all 
have t ime-band width products O of 4. For the 

case of O = 4, the Chebyshev window has a slightly 
larger RMS error (and much larger peak error, 
Figs. 2 and 3) when compared to the Hamming  
window. However,  the Chebyshev window is more 
flexible as far as the range of side-lobe attenuation 
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is concerned. The Kaiser window has the smallest 
RMS error and is also flexible. Therefore, the 
Kaiser window is the most suitable window studied 
here, in terms of its RMS error. From this analysis 
it appears that one possible measure of window 
quality is egMs/emax evaluated at its cutoff R = 
L/O. 

Conclusions 

In this paper we have first applied the digital 
Poisson sum formula to the problem of aliasing 
errors in short-time Fourier Synthesis (overlap 
add) and then directly compared various windows 
based on our error criterion. We believe that the 
formulae (eqs. (12), (13)) are useful in specifying 
the aliasing errors incurred during short-time 
Fourier synthesis, spectral analysis ['6] and system 
identification by DFT [6]. 
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